Overview

The importance of understanding and working on language is being increasingly recognized with the renewed rise of Artificial Intelligence techniques. Linguistics itself is a fascinating area of study and has repeatedly provided insights that have useful in a diverse variety of disciplines. Empirical methods have been used in Linguistics almost from the time Modern Linguistics was born. These have become more popular among researchers, both for theoretical study of language(s) and for practical applications. Corpus Linguistics is the discipline where such methods are studied. The main idea is to use statistical techniques for studying language and linguistic data, that is, corpus.

Being an empirical approach, such Linguistics requires good understanding of the principles on which statistical methods are based. As such, this is an area where statistical methods are used to form or verify hypotheses about various linguistic phenomenon. It is closely connected with other disciplines such as Applied Linguistics, Psycholinguistics, Cognitive Linguistics, Forensic Linguistics, Sociolinguistics and Computational Linguistics. Since corpora of different kind provide the primary source of evidence in empirical Linguistics, it is important for all researchers working in these areas and also in Natural Language Processing, Information Retrieval, Artificial Intelligence, Speech Processing etc. to know and understand the fundamentals of Corpus Linguistics. Otherwise, the validity of their work may not be clear. This is true of any researcher who relies on corpora for evidence or for machine learning. The number of researchers using corpora for machine learning is increasing very rapidly and language technology systems based on machine learning from corpora are being developed and deployed in real life now, even on mobile devices.

The objective of the course is to introduce the participants to Corpus Linguistics with the help of theory lectures as well as lab sessions and to make them aware of its use in various areas of research and technology development. The primary objectives of the course are as follows:

- Introducing the participants to the fundamentals of Corpus Linguistics
- A brief review of statistical techniques used for Corpus Linguistics and Quantitative Linguistics using R
- Demonstrating the use of Corpus Linguistics techniques for research questions and for practical applications
- Underlining the importance of insights from Corpus Linguistics for areas like Computational Linguistics, Natural Language Processing and Artificial Intelligence and considering case studies on this point
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